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1. INTRODUCTION

The so-called Polya algorithm is the construction of a best L oc

approximation as the limit of unique best L p approximations as p --> 00. This
limit is known to exist in a number of situations, and in each case, the limit
function is a best L 00 approximation which is better than the others in some
way. There are also examples in which the Polya algorithm fails to converge.
See [1, Theorem 1.1; 2, Theorem 1; 8, Sects. 1-5; 9, Sects. 12-7; 10,
Theorem 1].

In this article, we consider the Polya algorithm in two quite different
settings. In the first, we consider the problem of approximating functions in
Loc(I) by non-decreasing functions. We show that, in general, the algorithm
fails to converge a.e. by constructing a bounded, Lebesgue measurable
function h on [0,2] such that lim sup hp(x) > lim inf hp(x) for x E [1,2].

The second setting involves approximating functions in Loo(Q, 01,11; X) by
functions in L oo(Q,.'iJ,I1;X), where (Q,ot,j1) is a probability space,.'lJ is
sub-a-algebra of ,<;>/, and X is a uniformly convex Banach space. If X = R,
the Polya algorithm converges. This was shown by Darst in [21. In fact, if

where fp is the best L p approximation to J, then foo IE is a best L f

approximation to fE for each E E ,9J. This property makes f eX; a uniquely best
best L oo approximation to f in this setting. If X is an arbitrary uniformly
convex Banach space, the proof used in [2] can be appropriately modified by
using Chebyshev centers and diameters.
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2. MONOTONE ApPROXIMATION IN LCXJ(I)

We show that the Polya algorithm in general fails to converge for
functions hE LCXJ(I), where I is a finite interval. For convenience we have
I = [0,2]. Specifically, we construct a bounded Lebesgue measurable
function h(x) on [0,2] and sequences (Pk) and (qk) tending to 00 so that if
hp is the best Lp-approximate to h by non-decreasing functions, then for
some e > 0,

for x Ell, 21

and

for x E [1,2]

for sufficiently large k. Clearly then hp(x) does not converge as p -+ 00 for
anyxE[I,2].

Let Pk = 22k and qk = 32k
, Define

and

We list several properties of (xp ) and (Yq ) in the following lemma, which
we state without proof.

LEMMA 1. (i) xPk <Yqk < x pk ."

(ii) xPk -+ 1 andYqk -+ 1 as k-+ 00.

(iii) I-yqk =o[(l/7)pkjask-+ 00.

(iv) I-xp =o(I-yq)ask-+oo.
k+ 1 k

Now for k = 1,2,... , define the intervals

A k = [XPk,XPk + (2/3)pkJ,

B k = (xPk + (2/3)Pk,yq),

Ck = [Yqk'Yqk + (l/2)(2/3)qk],

and

Let
CD

A = U (AkU Ck)
k- I
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and

co

B= U (BkUD k)·
k~1

Now define hex) by

hex) = 8 if x E 10, Xp\l UA

=0 if xEB

=6 if xE\1,2].

LEMMA 2. Let °< £ < 1/8 be fixed and let hp denote the best L p ­

approximate to h by non-decreasing functions. Then for sufficiently large k,

for xE [1,2].

Proof If not, then for some arbitrarily large values of k,

Define

h:k(x) = hPk(x)

=6 + 8£

for xE 10, 1].

if xE [O,xpJ

if xE(xPk ,2).

Since Ih(x) - hPk(x)1 ~ 2 - 4£ for x E A k we have

~ (2 - 4£)Pk (2/3)Pk -1(2 - 8£)Pk (1 +0(1))(2/3)pk

+ (6 + 8£)Pk (l/7)Pk + (8£)PkJ

r (2 - 8£ )Pk 1
= (2-4£)Pk(2/3)pk 1- 2-4£ (l+O(I))J+ o(I).

Thus for sufficiently large k, D > 0, which contradicts the definition
of h

pk
•

LEMMA 3. Let e and hp be as in Lemma 2. For sufficiently large k,

for xE[I,2).
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Proof If not, then let

and

Wk= inf{xE [0,2]: hQ/x) > 6 + £}

and define

Also let

h:k(x) = hQ/x)

=6+£

if x E [0, wk )

if xE[wk ,2J.

We now consider four cases, depending on the location of Zk'

Case 1. If Zk E [1,2), then a better LQk-approximate can be obtained by
lowering hQk(x) to 6 + 2£ on [Zk' 2J, yielding a contradiction.

Case 2. If Zk E [YQk , xPk+,)' then Zk = YQk · For if Zk E (YQk +
(1/2)(2/3)Qk, xp ), then a better L Q-approximate can be obtained by

k+ I k

lowering hQk(x) to 6 + 2£ for x E [Zk' XPk+I]' and if Zk E (YQk'YQk +
(1/2)(2/3)Qk), then a better LQk-approximate can be obtained by raising hQk(x)
to hQk(YQk + (1/2)(2/3)Qk for xE [YQ'Yqk + (l/2)(2/3)QkJ, Hence Zk=Yqk '
Now since !h(x)-hQk(x)!>6+2£ for xE (Yqk + (1/2)(2/3)qk,Xpk» and
f~~ (I h - hQklqk -I h - hdkl qk ) df.l >-(2 - £)Qk, we have

D> (6 + 2£)qk (1 - 0(1»(1/2)(2/3)qk

- [(2 - £)qk (1/2)(2/3)qk + (6 + £)qk (1 - 0(1»(1/2)(2/3)Qk

+ £Qk + (2 - e)qk ]

r ( 2- e ) qk (6 + £ ) qk
= (6 + 2£)qk (1/2)(2/3)qk 1 - 0(1) - - (1 - 0(1))

6 + 2£ 6 + 2e

(
2 £ )qk J+ 6:2e 2(3/2)qk +0(1).

Thus for sufficiently large k, D is positive, and so hdk would be a better
Lqk-approximate.

Case 3. If ZkE [O,Yq), then an argument similar to that at the beginning
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of case 2 shows that Zk<'XPk ' Since Ih:k(x)-h(x)I<,6+e for x> wk and
Ihqk(x) - h(x)1 > 6 + 2e for x E (xPk + (2/3)Pk, y q), we have

Clearly (6 + 2e)qk(1/7)Pk-t 00 as k-tOO and (6+e/6+2e)qQ Pk -tO as
k -t 00. Thus for sufficiently large k, D is positive, and h:

k
would be a better

Lqk-approximate.

Case 4. If Zk E [xp ,1), then using the fact that hq is constant on
k + 1 k.

intervals of the form (xp ,Yq ) and Yq , xp ) and using techniques similar to
I I I /+1

those used in Cases 2 and 3, it can be shown that

r (Ih - hqlk-Ih - h:lk) dIJ. > -[o((2e)qk)].
"'k

Then, since Ih(x) - hqk(x)1 > 2e for x E (1, 2), and Ih(x) - h:'(x)1 <, 6 + e for
x E [Zk' 1), we have

Since Pk+ 1 = 22k
+! = 42k and qk = 32

\ we have (6 + e)qk (2)(2/3)pk+ I -t 0 as
k -t 00 so rapidly that D is positive for sufficiently large k. Hence h:

k
would

be a better Lqk-approximate.
We have thus proved the following theorem:

THEOREM 4. There exists a bounded Lebesgue measurable function hex)
defined on [0,2] such that limp~oo hp(x) does not exist for x E [1,2]. Hence
the Polya algorithm in general fails to converge in L w (1), where I is a finite
interval.

Remarks. It is easy to show that if hex) is a two-valued function on I,
then limp~w hp(x) exists a.e. and equals the average of the two values. The
function h in the example has three values, and hence in some sense is a
minimal counterexample.

This example shows that two nice results concerning the convergence of
the Polya algorithm do not generalize to this case. The first is the result of
Darst and Sahab, [3], that the algorithm converges if hex) is quasi­
continuous. The second is the result of Darst, [2], that the algorithm

640/38/32
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converges if h is a-measurable and hp must be <~-measurable, where 51 is a
sub-a-algebra of ot. This example shows that ,~ cannot be taken to be a sub­
a-lattice of a.

3. VECTOR VALUED FUNCTIONS

In this section we discuss the best best L oo approximation to a vector­
valued function. The method of proof used in [2] is adapted to this situation
by using Chebyshev diameters and centers.

DEFINITION. Let S be a bounded subset of a normed vector space. The
Chebyshev radius of S is defined by

reS) = inflp: S <:; B(p, x) for some x}

and X o is a Chebyshev center of S if

S <:; ii(r(S), xo).

The Chebyshev diameter of S is deS) = 2r(S). It is known that if X is a
uniformly convex Banach space, then every non-empty bounded subset S of
X has a unique Chebyshev center, denoted by c(S). The Chebyshev radius
and center satisfy the following continuity property:

Given e >0, there exists y >°such that if Sand T are contained in the
unit ball of X and the Hausdorff distance D(S, n < y, then

IdeS) - d(nl < e and II c(S) - c(T)11 < e.

See [5, Section 33].
Let (.0, ot, p) be a probability space, and let ,q] be a sub-a-algebra of a. If

X is a uniformly convex Banach space, let A = Loc,(.o, a, p; X) and
B = Loo(.o, ,q], p; X). See [4, Chap. 4] for a discussion of these spaces. If
I E A, let I p be the best approximate to I in L p norm by elements of B. We
may assume 11/(x)11 < 1 for all x E fl, and hence also that 11J;,(x)11 < 1 for all
x E .0 and all p > 1.

THEOREM 2. limp->oolp(x) exists a.e.

Actually, since there are uncountably many real numbers p > 1 and any I p

can be changed on a set of measure zero, we cannot guarantee that a single
exceptional set of measure zero exists in Theorem 2. We must interpret the
conclusion of Theorem 2 to mean

There exists a single function loo(x) such that if {pd is any sequence of
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real numbers satisfying 1 <Pi and lim i _ oo Pi = ro, then limi~oofpi(x) = fJ2(x)
a.e.

This interpretation of convergence must also be made in Darst's original
paper [2]. Since we can interlace any two sequences, it is enough to prove

lim fp(x)
i-HXJ I

exists a.e.,

where {Pi! is a fixed sequence satisfying lim i _
OO

Pi = ro. Henceforth when we
refer to a number P, we mean P E {Pi! and so we can omit the subscripts.

Before proving this theorem, we need some preliminary results. Recall that
a vector x E X is in the essential range off if

for every open neighborhood ('Y of x. We let f(E) denote the essential range

of fiE'
The following fact about uniformly convex spaces will be very useful in

what follows:
If R > 1 is fixed and c > 0, there is a y > °such that if s + y < Rand

Ilx - yll > c, then r(B(s + y, x)n B(s + y,y)) < s - y (**)
Hence if c > 0, let y(c) be a number satisfying y(c) < c, (*) and (**).

DEFINITION. For any G E Of and c > 0, we say that 1S I'"'' S n f is an c-
antipodal system (for G) if for each i,

(a) SI~G,

(b) /1(SJ> 0,

(c) d(f(SJ) < y(c)/4,

(d) d(f(G)) - d(f( U Si)) < y(c).

The following lemmas show that an c-antipodal system exists for all G
with /1(G) >°and c > 0, and n depends only on c.

LEMMA 3. Let En ~ E n+ l' Eo = U En' rn= r(f(En)), and x n= c(f(En))
for n = 0,1,2,.... Then rn --> r o and x n --> X o as n --> ro.

Proof We have rn / r~ roo
For n < m we have

and
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This implies that {xn } is a Cauchy sequence, since if not, there would exist
e > 0 such that IIxn - x m II > e for some arbitrarily large nand m with n < m.
It would follow from (**) that

rn~ r(jj(xn, rn)n jj(xm , rm)) < rm - y(e)/2

if n 'and m are large enough. This is a contradiction, and so {x n } is a Cauchy
sequence.

Let limn _ oo x n = X. Then if e > 0,

for large n, and hence

/(Eo) <:; jj(x, f + c).

It follows that

This implies f? r0' and hence f = ro' It follows that x = xo'

LEMMA 4. Let En <:; Eo with I/(En) ---t I/(Eo)' Define rn and x n as in
Lemma 3. Then rn ---t ro and x n---t X o as n ---t 00.

Proof Every function f is the uniform limit of countably valued
functions. It follows from (*) that we need only prove this lemma for coun­
tably valued functions. L~t

g = L: aiXG i
i

(finite or infinite sum)

and label the sets such thatl/(GJ ?1/(G i + 1) > 0 for all i. Sincel/(En)---tl/(Eo)
and since g is constant on each Gi , we have for each k,

for sufficiently large n. By Lemma 3, r(g(U7= 1 GJ) ---t ro as k ---t 00. Hence
rn= r(g(En)) ---t ro as n ---t ctJ. Property (**) now implies X n= c(g(E,,)) ---t X o
as n ---t 00.

LEMMA 5. Given G E Ot with I/(G) > 0 and e > 0, there exists an e­
antipodal system {S 1 , ... , S,,} for G. The choice of n depends only on e.
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Proof Choose 0 < J < e such that 2y(J) < y(e) and then choose
0< 17 < J/2 such 3Y(17) < y(J). There exists a sequence of simple functions
11k} converging to I in measure. By Lemma 4, there is an index k such that

Ilk - Jl < y(y(17))

except on Ek <;: G, where peEk) is so small that

Idk - dl < y(J),

where dk = d(f(G\Ek )) and d = d(f(G)). Clearly an 17-antipodal system
1S 1"'" S n} exists for Ik for the set G\Ek' By the way 17 and J were chosen, it
may be verified that {S 1 , ••• , Sn} is a J-antipodal system for I for the set G\Ek

and then that {S """ Sn f is an e-antipodal system for I for the set G.
We now begin to prove Theorem 2. Define the oscillation ofIon E to be

D(j, E) = d(f(E)).

Let P be the set of all countable partitions n of Q by sets in 15'. For h > 0
and n E P, let

J(h, n) = \ ' p(E),

where the sum is over all sets E E n satisfying D(j, E) >h. Let

Jh = inf{J(h, n): n E j f.

LEMMA 6. J h = J(h, n) lor some n E 'Y.

Proof Same as in [2, Lemma 2].
Now if

E~ = U 1E: E E n, D(j, E) >h},

then E~ is uniquely determined up to sets of measure zero by the equation
J(h, n) = J h • Hence we denote E~ by E h if J(h, n) = Jh • Also, if hi < h2 , then
p(Eh,\Eh ,) = O.

LEMMA 7. Let e> O. Choose a so that a + yea) < y(e). Let h" h z > 0
with h 2 - h, ~ a. Let FE ,JJ, F <;: E h \Eh • Then for all a> 0, there exists

I ,

fJ > 0 such that if HE, '1J, H <;: F and p(R) >a, then there exists an c;-

antipodal system {S 1'00" Sn } lor F such that

p(R n S;) >fJp(R)

for all i = 1'00" n.
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Proof Suppose not. Then there exists a> 0 and H k c:; F with p(Hk ) ~ a
such that for any e-antipodal system for F,

for some i, all k. We may assume

for all k. Let
CI:) CI:)

H o= n U H k
n=1 k=n

Then !l(Ho)~a. Let {Sp""Snl be a a-antipodal system for Ho' Since
h1 ~ 0(1, Ho) ~ h2 , it may be verified that {S I"'" Sn} is an e-antipodal
system for F. But since

for all k, we have

a contradiction.
Now let

and

D(x) = lim Dp(x).
p~OCJ

Proof of Theorem 2. Let

We show that D(x) = 0 a.e. on E. Since f,,(x) =f(x) a.e. on n\E, this will
prove that limp~OCJfp(x)exists a.e.

Let e > O. It suffices to show that

!lex: D(x) ~ 4c) < 2e.

Choose aCe) small enough so that Lemma 7 holds and so that p(E\Ea ) < e.
Write
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Let {Gpj}~ I be a partition of Ip(E) such that d(Gp) < y(e)j4. Let

Hpji =1; I (Gpj) n F;

for i = 1,2,....
Note that Li.i fJ(Hpj;) < c, where the sum is taken over all indices i and j

such that fJ(Hpj;) <e . 2 -j-i. Hence we consider Hpj;' where fJ(Hpji ) >
e . 2 -j-i. Let fJ correspond to a = e . 2 -j-i as in Lemma 7. Let m = c(f(F;))
and h = D(f, FJ We complete the proof by showing

(2.1 )

for sufficiently large p. Suppose this is not true. Then, since

we have that Ip(Hpj;) lies entirely outside of B(e, m). Let y = c(fp(Hpj;))'
Then 11m - yll ~ e. Now let {S1"'" Sn} be an e-antipodal system for F; such
that

fJ(Hpji n S k) ~ fJfJ(Hpj;)

for all k. Somel(Sk) meets the complement of B(hj2 + y(e),y), since if not
we would have

USk~ii(hj2 + y(e),y)nii(hj2 + y(e), m)

and consequently by (**)

which would contradict the definition of e-antipodal system. Since
d(f(Sk)) < y(e)j4, it follows that

I(Sk) ~ ~(B(hj2+ 3yj4, y)).

Hence

fill- Ipll P dfJ ~ (hj2 + y(e)j2)p fJ(Hpji n Sk)
Hpj;

>(hj2 + y(e)j2)p afJ.

On the other hand, if we define I; to equallp ofT of Hpj; and m on Hpj;'
then

f
H

.. 111-1; liP dfJ ~ (hj2)p.
pit
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Hence f: is a better Lp-approximate to f than fp if P is chosen so that

(h/2 + y(e)/2)p afJ > (h/2)P.

This is a contradiction, and (2.1) is verified. The proof of Theorem 2 is com­
pleted.
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